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Abstract
The low to high spin energy transition of Ni adsorbed on regular and defective
sites of MgO(100) and the relative strengths of bulk and surface magnetic
coupling constants of first row transition metal oxides (MnO, FeO, CoO, NiO
and CuO) are taken as examples to illustrate some deficiencies of density
functional theory (DFT). For these ionic systems a cluster/periodic comparison
within the same computational method (either DFT or Hartree–Fock) is used to
establish that embedded cluster models provide an adequate representation. The
cluster model approach is then used to obtain accurate values for the magnetic
properties of interest by using explicitly correlated wavefunction methods which
handle the electronic open shell rigorously as spin eigenfunctions.

1. Introduction

The formulation of the Hohenberg–Kohn (HK) theorems [1] has been of fundamental
importance in the application of quantum mechanics to realistic systems of practical interest.
The HK theorems establish the mathematical basis of density functional theory (DFT), a
mathematical and computational framework which allows one to overcome most of the
difficulties encountered in attempting to solve, albeit approximately, the time-independent
Schrödinger equation of a many-electron system. This is because, while the traditional
approaches of quantum chemistry [2, 3] focus on finding suitable approximations of the
N-electron wavefunction, DFT focuses on the electron density [4, 5], a much simpler
mathematical object. In DFT one abandons the idea of obtaining approximate solutions for
the ground state eigenfunction of the many-electron Hamiltonian, which defines the time-
independent Schrödinger equation, and instead one exploits the possibility of obtaining the
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exact ground state energy from the one-particle density provided the exact, universal, density
functional is known. This approach has led Kohn and Sham [6] to propose the currently almost
universally used practical and elegant implementation of DFT. The Kohn–Sham approach is
based on the assumption that, for any real system, a hypothetical system of non-interacting
electrons exists which has the same electron density. The energy of the system is obtained
by applying the functional to this density. The hypothesis assumed by Kohn and Sham is
not straightforward and has generated literally hundreds of papers dealing with the so-called
V -representability and N-representability problems [7–10]. These have finally been elegantly
solved by Levy’s constrained search method [11]. For any representable density, the variational
HK theorem applied to the non-interacting system must then lead to the exact density and,
hence, exact ground state energy of the real (non-degenerate) system.

In the Kohn–Sham formulation the electron density of the independent-electron system is
written in terms of single Slater determinants [6]. In this way one ensures that the wavefunction
of the non-interacting N electrons fulfils the Pauli exclusion principle. The single determinant
nature of the Kohn–Sham formalism allows DFT to be applied to atoms, molecules, surfaces
and solids [7–10, 12–15], but it is in the two latter applications where it has generated a genuine
revolution, opening up a new field of research devoted to the first-principles study of materials.
In addition, the non-local character of the potential appearing in the Kohn–Sham equations
leads to a formal O(N3) scaling of the problem with respect to the number of particles in the
system as opposed to O(N4) in the Hartree–Fock (HF) method or O(N6) and higher in the
explicitly correlated methods [2, 3]. More recently DFT has been implemented using O(N)

algorithms [16], where the cost of the calculation scales linearly with the number of particles
in the system [17–21].

From the preceding short discussion about DFT it appears that the formalism provides a
robust and accurate approach for computing the ground state energetics of almost all possible
systems. However, a deeper analysis of the Kohn–Sham formalism reveals that some weak
points still exist when attempting to apply DFT to open-shell systems. In fact, the key quantity
in the HK theorems is the electron density and hence there is no explicit dependence on
spin properties. For closed-shell molecules and non-magnetic solids this poses no problem
because in any case the total spin is zero. For most atoms, open-shell molecules and magnetic
solids the correct treatment of spin is essential for describing the ground state energetics
and a number of observables. To address this problem a spin polarized version of DFT was
proposed which is similar to the well-known unrestricted HF method [2] and which suffers
from similar deficiencies. Spin polarized DFT uses a Kohn–Sham determinant with different
orbitals for different spins. The formalism is motivated by determining the dependence of
the total energy on the charge and spin densities, where the spin density is defined as the
expectation value of Sz. Consequently, the square of the total spin operator, S2, is not well
defined and is usually evaluated as an expectation value of the Kohn–Sham orbitals. This
poor definition of S2 is a direct result of the fact that only one-electron operators have a
precise meaning in DFT and the square of the total spin is an N-electron operator. There is,
of course, a functional of the charge and spin densities which will yield S2 but the form of
this functional is not known and the expectation value usually implemented is unlikely to be
a good approximation to it. The Kohn–Sham determinant in DFT is not an approximation to
the wavefunction; it is only a convenient way of representing the ground state electron density.
Nevertheless, if one assumes that computing the expectation value of the total spin operator is
valid in DFT one observes that often spin polarized solutions suffer from what in UHF theory
would be called ‘spin contamination’. More importantly there are cases where it appears that
the correct spin symmetry of the electronic ground state cannot be properly represented by
a single determinant. This is obvious for the low spin states of atomic multiplets but it does
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also appear in the open-shell singlet states characteristic of biradicals and of antiferromagnetic
systems [22, 23]. In these and other cases it is hard to see how the multireference character of
the electronic wavefunction can be captured by the Kohn–Sham formalism [24, 25]. In these
cases, although it is clear that an energy functional which corrects for the deficiencies in the
structure of the Kohn–Sham single determinant must exist, it is also clear that this would be
extremely complicated and is not well represented by functionals in current use.

Clearly a rigorous description of the magnetic problems in surfaces and solids requires
a different strategy. In this work we will show that there is a class of materials for which
a combined use of periodic and cluster models together to a combined use of DFT and the
wavefunction methods of molecular quantum chemistry leads to a rigorous description of
magnetic properties either for the bulk or for the surface.

2. Open-shell states in density functional theory

The problems encountered in the description of open-shell systems commented on in the
previous section, although too often ignored, are well known. They have been long known and
several remedies have been proposed, including a formulation of DFT including the constraints
to give the correct values of the spin operators [26]. The first attempt to compute singlet–triplet
splitting through the Xα-scattered wave method, a primitive version of DFT including Slater
exchange but ignoring the correlation functional, was reported about 30 years ago by Bagus
and Bennett [27]. Later on, Ziegler et al [28] proposed a similar approach, called the sum rule,
to approach the energy of the atomic multiplets. In this approach one starts by constructing a
configuration state function and hence the total square spin operator and the total z component
are well defined. Similarly, Noodleman et al [29–31] proposed the broken symmetry approach
to study open-shell singlets in antiferromagnetic systems. This approach was also initially used
in the framework of the Xα method and later Yamaguchi et al [32–34] used it in connection
with the UHF method. In the broken symmetry approach one does not attempt to construct a
spin eigenfunction but to directly compute the energy approach of the open-shell singlet from
a suitable mapping [23, 35, 36]. The sum rule has only occasionally been used whereas the
broken symmetry approach is widely used in the study of magnetic systems (see [22, 23] and
references therein). The problem of describing atomic multiplets by current DFT methods has
also been described rather recently [37].

Up to this point we have briefly described the essential features of DFT and pointed out
the formal problems of the current Kohn–Sham implementation when trying to tackle open-
shell systems. Another important issue concerns the practical implementation: this is the
form chosen to approximate the universal exchange correlation functional. A tremendous step
towards the practical implementation of DFT was given by Vosko et al [38] who were able
to use essentially exact solutions of the Schrödinger equation for the homogenous electron
gas and from this to propose a form for the correlation functional. This functional, together
with the Slater formula for the exchange energy of the one-electron density, provides the local
density approximation (LDA) to DFT. LDA has been shown to provide accurate molecular
geometries and vibrational frequencies but its use in chemistry has been somewhat limited
because of the general trend to overestimate binding energies [39]. However, LDA has
been extremely important in solid state physics as it provides an ab initio determination of
the band structure only previously available from semi-empirical tight binding theory [13].
However, the shortcomings of LDA also appear in condensed matter calculations; LDA
fails to predict the proper electronic ground state of many narrow band systems [40–45].
Further refinements to the exchange–correlation functional, like the generalized gradient
approximation (GGA) [46, 47], do not fully repair the artefacts introduced by the LDA [48].
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NiO, and other ionic systems with localized d open shells, are predicted to be metals by the
LDA and to be either metallic or to have much too small a bandgap by the GGA and thus an
erroneous metallic or semiconducting behaviour is predicted [49–51]. Other improvements of
LDA involve adding an effective on-site repulsion: the resulting method is usually referred to as
LDA+U [52, 53]. This approximation improves the gap and the lattice constant but it involves
the introduction of two, system-dependent, semi-empirical parameters [53]. A different and
sophisticated post-LDA method is the so-called GW approximation. This technique aims at
repairing the self-energy correction in a formally acceptable way and successfully introduces
a gap in NiO, which in the self-consistent implementation of the theory is ∼3.7 eV [54],
in excellent agreement with experiment. It is interesting to note that the self-consistency
condition is important, as the earlier non-self-consistent implementation of the theory gives a
gap of ∼5.5 eV which is significantly larger than experiment [55]. The GW approximation
also improves the magnetic moments and density of states relative to the LDA.

The DFT methods described in the preceding paragraph all start from LDA and attempt
to repair the tendency of LDA to excessively delocalize the electron density [56] which results
in its underestimation of the bandgap. An alternative approach is to choose a different starting
point. In this respect, the HF method either for closed-shell systems or in its spin polarized
(or spin unrestricted) implementation provides a suitable zeroth-order approximation which
is, in principle, equally good for molecular systems or for surfaces and solids. Moreover,
periodic UHF properly describes the insulating character of this class of materials [57–63]
where LDA fails. Nevertheless, the UHF method considerably overestimates the bandgap. The
fundamental reason for this deficiency in the UHF method is the neglect of electron correlation.
For molecular systems the effects of electronic correlation can be systematically included
by means of the configuration interaction expansion of the N-electron wavefunction [2].
Unfortunately, for extended systems, this approach cannot be used in general although
substantial progress has been made in the last few years [64–66]. At first sight a logical way to
improve the UHF description is to use exact Fock exchange in conjunction with a correlation
functional as suggested by various authors [67, 68]. Unfortunately, this approach does not
significantly improve the description of the bandgap [51]. Very significant progress has been
made through the introduction of hybrid exchange density functionals [69–71] in which the
exact Fock exchange is mixed with a given exchange functional while the correlation is treated
within the density functional framework. A particularly successful combination of exchange
and correlation functional is the so-called B3LYP method [70] which uses three parameters
to achieve the best fit to experimental thermochemical data of a series of molecules and
combines the exact Fock exchange with the gradient corrected exchange functional proposed
by Becke [69], and with the non-local expression of the correlation functional proposed by Lee
et al [72], based on the original work of Colle and Salvetti [67, 68]. These functionals appear
to be very well suited to describe not only the bandgap [51, 73–76] but also the magnetic
coupling constants [36, 74, 77] of these insulating ionic systems.

The numerical performance of the hybrid functionals is significantly better than GGA
functionals but the fundamental problem regarding the total spin remains. This problem has
direct consequences for the evaluation of properties of molecules, surfaces and solids such
as the interpretation of electron paramagnetic resonance spectra [25], the magnetic coupling
parameters either in biradicals, dinuclear complexes, surfaces and solids [22, 23] and the
adsorption energy of transition metal atoms [78, 79]. A particular example of the failure of
DFT methods in the study of surface phenomena is the chemisorption of NO on NiO(100)
and on Ni-doped MgO(100) [24, 25]; this point is discussed further in another paper of this
special issue. Fortunately, the magnetic ionic solids and surfaces where DFT encounters most
of the severe problems can be adequately represented by cluster models. This is an important
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feature because cluster models can be studied using the most sophisticated explicitly correlated
wavefunction methods. This allows one to study the performance of current and new exchange–
correlation functionals and thus provide a definitive test of the validity of a given approach. In
this work we focus on the performance of DFT in two well defined problems; the excitation
energy of Ni atoms adsorbed on regular and O-vacancy sites of the MgO(100) surface and the
magnetic coupling between surface magnetic ions of several transition metal oxides. To this end
accurate, explicitly correlated, wavefunction methods are used in embedded cluster models
and the results compared to those obtained from different DFT schemes. Simultaneously,
cluster models for these systems are validated by comparing results for the property of interest
to those obtained using a periodic approach and the same DFT method. This strategy allows
a definite and precise statement on the performance of a given DFT approach for a given
problem involving open shells to be made and is thus of great help in assessing the quality of
a given DFT calculation on a particular system and also in attempting to improve the present
exchange–correlation functionals.

3. The embedded cluster model approach

This section describes the strategy used to construct an accurate representation of an ionic
crystal from a local point of view. We will illustrate each step with the two examples chosen
in this work: the modelling of Ni adsorption on different sites of the MgO surface [78, 79]
and the construction of a cluster model to investigate the magnetic coupling between two spin
moments localized on the nickel ions in bulk and surface NiO [80, 81]. A similar discussion
about the modelling of ionic oxide surfaces has been reported recently [82].

3.1. Quantum cluster region

The first step in the construction of an adequate embedded cluster model is to identify the
local part of the systems one wishes to represent, the rest of the crystal defining an ‘outer’
region. The local region is to be treated with highly accurate quantum chemical computational
schemes whereas the outer region is designed to provide an appropriate representation of the
rest of the system and is treated in a more approximate way. The local region necessarily
includes the atoms that play a fundamental role in the property under study and its choice
will always be a balance between precision and feasibility. In the case of Ni adsorption on
MgO(100) we consider adsorption at a regular O-site and at an O-vacancy. For the former the
local region contains an O-centred stoichiometric O13Mg13 cluster (figure 1(a)) whereas in the
later the local region is the same except for the removal of the central O atom (figure 1(b)). For
the magnetic coupling problem, our second example, at least two magnetic centres (Ni2+ ions)
and the bridging ligand in between them, i.e. a Ni2O cluster, have to be included. However,
previous cluster model studies have shown that the complete oxygen coordination shell of each
nickel must be added to the local region, which gives rise to a Ni2O11 cluster to represent bulk
NiO and to a Ni2O9 model to study magnetic coupling between surface atoms. As a general
rule, the local quantum region contains the atoms directly involved in the property under study
and the first shell of atoms around those centres. It is important to remark that in some cases, for
instance when large relaxations are predicted by geometry optimizations, such a local region
is not sufficient and a larger number of atoms has to be considered explicitly in this region.

3.2. Static short-range interactions

The embedding of the local region of the cluster model must account for the short-range
electrostatic repulsion between the cluster atoms and those surrounding them. Since this
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(a)

(b)

Figure 1. Cluster model describing the regular surface and the oxygen vacancy.
(a) [O13Mg13] + TIPs and (b) [O12Mg13] + TIPs. Small spheres represent TIPS, medium spheres
Mg cations and large spheres O anions.

(This figure is in colour only in the electronic version)

is a quantum mechanical effect simple embedding schemes based on classical models
cannot be employed and more elaborate schemes have to be invoked. Several different
approaches have been developed over the years, but we will only mention here the total
ion potential (TIP) [83, 84] embedding and the more rigorous ab initio embedding model
potential (AIEMP) scheme [85, 86]. In both methods the interaction of the cluster electrons
with those in the outer region is effectively taken into account through an effective one-electron
operator acting on the electrons of the atoms in the local region only. This is a computationally
efficient procedure and its use is straightforward, especially if some of the ions external to
the cluster are represented by effective core TIP potentials [83]. This method is, however,
restricted to cations only, since sufficiently large core pseudopotentials cannot be constructed
for anions such as O2−. In our example of constructing a cluster model for bulk NiO, the
coordination of each oxygen atom in the Ni2O11 quantum cluster region is completed with
Ni2+ TIPs to avoid the artificial delocalization of the oxygen atoms in the cluster. This results
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in a Ni2O11Ni28 embedded cluster, where the latter 28 Ni2+ ions are represented by TIPs.
A similar procedure is used to embed the O13Mg13 surface cluster model (figure 1(a)) for
MgO(100), the corresponding model with the oxygen vacancy (figure 1(b)) or for the Ni2O9

surface cluster model of NiO. The general rule is to include the first-neighbour shell of cations
surrounding each anion in the local region.

3.3. Long-range electrostatic interactions

In the present examples long-range interactions arise from the electric field generated by all
ions in the crystal and are easily incorporated in the model by calculating the Madelung field
of the ions not included in the cluster and adding this potential to the cluster Hamiltonian. For
this purpose, first the exact Madelung field is calculated by an Ewald summation with formal
point charges at the lattice positions. From this total potential the contribution of the cluster
ions is subtracted. The use of formal charges is consistent with the assignment of an integer
number of electrons to the cluster. There are essentially three methods to include the effects of
the resulting Madelung field. The first one is the Evjen method [87] which consists in setting
the value of the point charges at the lattice positions in the cluster edge and far from the local
region according to the restriction of overall charge neutrality. This restriction often results in
a fast convergence of the Madelung potential with the number of point charges included in the
outer region. The overall charge neutrality is achieved by setting formal charges at all lattice
positions except for the charges in the outermost shell. For a cubic lattice half of the formal
charge is used for the faces; a quarter for the edges and one eight for the vertices. The method
is, however, not applicable for any type of crystal and does not give accurate representations
of the Madelung field except for the simplest lattices like fcc [88]. A more general scheme is
fitting a small set of point charges at lattice positions within a certain radius around the cluster
to the exact value of the potential at a large number of points in a grid around the cluster local
region [88]. Finally, we mention a third approach in which all charges within a sphere of radius
r around the centre of the cluster are taken [89]. The radius is, however, taken such that the
overall charge of all centres within the sphere is zero in order to ensure a good convergence
of the resulting potential. For the examples included in the present work, these three methods
are equally valid.

For the case of Ni on MgO an array of 16 × 16 × 4 point charges with formal ±2 values
has been used. In this case, the use of a stoichometric cluster and the high ionicity of MgO
enables one to avoid the use of a more sophisticated approach. For the Ni2O11 and Ni2O9

clusters a small set of point charges have been optimized to reproduce the Madelung potential.

3.4. Long-range polarization

The response of the crystal to changes in the electronic structure of the quantum cluster region
is more difficult to account for than the static interactions discussed in the previous subsection.
An ab initio scheme to include this effect has been described by Barandiarán and Seijo [90].
An even more rigorous treatment to account for the long-range polarization has been developed
by Pisani and co-workers [91, 92]. However, these methods are far from being routine and
are also computationally demanding. Consequently, other simplified methods are used. Here
we mention those based on the classical Born formula [93] and the so-called shell model
method [94, 95].

The long-range polarization is, however, only important when charges are created in the
quantum cluster region and this is not the case for the examples included in the present work.
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4. The periodic approach

A perfect crystal surface or bulk solid can be imagined as the repetition of a motif usually
referred to as a unit cell. The use of this translational symmetry in electronic structure
calculations allows the periodic system to be modelled without the somewhat arbitrary partition
discussed in the previous section. Periodic calculations are nowadays almost routine and
several efficient computer codes exist [96–102]. In all cases the electron density is represented
by means of a Slater determinant and the orbitals (HF or KS) obtained by a self-consistent-field
procedure at a series of points in the reciprocal space. Consequently, the periodic calculations
suffer from the problems described in the introduction when dealing with magnetic systems.
However, they have the advantage of describing an extended system and thus of treating all
long-range fields correctly. Nevertheless, one must caution that there are situations where
the periodic approach may not be easily used. This is the case of point defects which are
often present in very low concentrations. Very large supercells are required to describe these
particular systems and even in this case it may well be that cluster and periodic models are
equally far from the real systems one wishes to describe.

In the present work periodic calculations will be used for a few cases mainly to validate
the cluster approach outlined above. Further details concerning this type of calculation will
be given when discussing the particular examples.

5. Computational methods

The singlet–triplet excitation energy of Ni adsorbed on the O- and the O-vacancy sites of
MgO(100) has been studied using DFT and wavefunction based methods. For the former
the Perdew–Wang GGA [46, 47] and hybrid B3LYP [70] methods were chosen whereas
for the second we use the complete active space self-consistent field (CASSCF) and the
second-order perturbation theory (CASPT2) methods. In the CASSCF method one starts
defining a number of active electrons and active orbitals and a full configuration interaction
wavefunction is obtained by distributing all active electrons in all active orbitals in all
possible ways. The orbitals and configuration interaction expansion coefficients are solved
variationally [103–105]. CASSSCF is very well suited for multiconfigurational problems
but it does not include the so-called dynamical electron correlation effects. To include
these effects second-order perturbation theory calculations are carried out using the CASSCF
wavefunction as the zeroth-order approximation. The resulting method is usually referred to
as CASPT2 [106, 107]. For the GGA and B3LYP calculations a contracted Gaussian basis set
has been used to describe the electron density. The basis for the Mg atoms close to the central
oxygen (or vacancy) is [13s8p/6s3p] whereas a smaller [12s7p/5s2p] set is employed for the
remaining Mg atoms. For O atoms the basis set employed is of double-ζ quality [8s4p/4s2p],
the s and p primitives having been optimized to describe the O− anion. An extra polarization
d function was added to the central O atom of the regular surface cluster model. Finally, for
Ni the uncontracted basis set and pseudopotential reported by Hay and Wadt [108] have been
used; further details can be found in previous work [78, 79]. For the CASSCF/CASPT2 two
different basis sets have been used, the first one (basis 1) is the same used in the cluster DFT
calculations and is used mainly for comparison. The second set (basis 2) uses the generally
contracted atomic natural orbital (ANO) basis sets [109–112] and is (6s, 5p, 4d, 1f) for Ni,
(4s, 3p, 1d) for central O, (4s, 3p) for the five Mg atoms closest to the central oxygen site
and (3s, 2p) for the other eight cations in the third coordination sphere, and (3s, 2p) for the
remaining 12 oxygen atoms. The active space contains the Ni 3d and 4s orbitals plus a set of
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virtual d orbitals leading to a CAS with 10 electrons and 11 orbitals. For the interaction of
Ni on the regular O-site only the perpendicular distance of the metal atom to the surface has
been optimized either at the B3LYP or CASSCF levels of theory. For the interaction above
the oxygen vacancy the four Mg atoms closest to the vacancy have also been allowed to relax.
The cluster CASSCF/CASPT2 calculations have been carried out using the MOLCAS [105]
package, while the Gaussian98 suite of computer programs has been used to carry out the
GGA and B3LYP cluster calculations. Slab periodic calculations carried out at the GGA level
will also be reported mainly for comparison purposes. A cutoff energy of 25 Ryd and ultrasoft
pseudopotentials [113] have been used. Both the regular surface and the neutral oxygen vacancy
(coverage 0.25 ML) have been studied for the adsorption of a single atom and monolayer. For
these models a Monkhorst–Pack [4×4×1] mesh has been employed and changed accordingly
for smaller unit cell calculations. The slab contains 3 atomic layers and unit cell parameters are
those employed for the cluster calculations with more than 10 Å between the repeated slabs.
A correction for the electric field in the vacuum region has been employed. For the vacancy
a p(2 × 2) unit cell was used. Atoms in the first layer have been relaxed and, in all cases,
the z component of the adsorbate. The periodic calculations have been carried out using the
plane-wave pseudopotential DACAPO computer code [102].

The energies necessary to compute the bulk and surface magnetic coupling constants of
various transition metal oxides (MnO, FeO, CoO, NiO and CuO) have been computed using
CASSCF/CASPT2 on suitable embedded cluster models and using large ANO basis sets. For
the transition metal the ANO basis set [109, 112] is (6s, 5p, 3d, 1f), the oxygen atom bridging
the two metals is described by a (5s, 4p, 1d) ANO set whereas a smaller (4s, 3p) is used for
the remaining oxygen atoms in the cluster. In all cases the active space contains the open-shell
orbitals and electrons. Thus for MnO, FeO and CoO, the active space contains the 3d atomic
orbitals of each transition metal atom and the corresponding number of d electrons is 10, 12
and 14, respectively. For NiO and CuO it is necessary to use an extended space [114] which
leads to a CAS with 6 and 8 electrons in 10 orbitals for NiO and CuO, respectively. The
3s, 3p and 3d electrons of the transition metal atoms and the 2s and 2p electrons of oxygen
have been explicitly correlated in the CASPT2 calculations. Some comments concerning a
comparison between cluster and periodic calculations at the UHF and B3LYP levels of theory
will be introduced for comparison.

6. Low and high spin states of Ni adsorbed on MgO(001) regular O- and O-vacancy sites

The Ni atom is quite a special case for DFT because the relative energies of the
multiplets corresponding to the lowest electronic configurations are strongly dependent on
the computational method used. From experiment it is known that the nickel-atom lowest
states are triplet states, the electronic ground state, including spin–orbit effects, being the
3F4 level from the d8s2 configuration which is only 0.025 eV below the 3D3 level of the d9s1

manifold [115]. The weighted average of the 3F and 3D multiplets gives the opposite order with
an energy difference which is only 0.011 eV in favour of the 3D(d9s1). The singlet 1S0 level
from the d10 configuration is 1.826 eV above the 3F4. In a previous work [78] it has been shown
that HF (either spin restricted or unrestricted) gives too large an energy difference between
the two triplet configurations. Both predict the d8s2 configuration as the ground state with the
d9s1 configuration lying 1.27 eV (HF limit) or 1.46 eV above the d8s2 HF energy. Explicit
introduction of electronic correlation by multireference configuration interaction methods
drastically changes the order of stability and, as expected, correctly predicts that d9s1 and
d8s2 are nearly degenerate in agreement with experiment [116, 117]. However, DFT produces
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Table 1. Vertical distance (in Å) of Ni to the regular (O site) and vacancy (FS site) sites of the
MgO(100) surface. For the FS site the position of the Mg cation as nearest neighbour to the vacancy
has been relaxed.

Low spin state High spin state

Method/model z⊥ (O site) z⊥ (FS site) z⊥ (O site) z⊥ (FS site)

GGA/slab 1.82 1.46 1.98 1.85
GGA/cluster 1.81 1.45 2.03 1.87
B3LYP/cluster 1.82 1.44 2.12 1.93
CASPT2a/cluster 1.88 1.38 2.07 1.75

a Basis 2.

very different results, depending on the choice of the exchange–correlation functional, the
exchange term having a drastic effect. Thus, GGA gives too large a correction of the inter-
configuration energy [118]. The d8s2 configuration appears to have an excessively high energy
and as a result the d9s1 configuration energy lies 3.74 eV below the former which, one must
recall, is the experimental ground state. This is an important point because the atomic reference
energy is an important component of periodic DFT calculations. In contrast to the pure DFT
methods the hybrid approaches perform surprisingly well, the B3LYP results being very close
to the experimental data [79].

The electronic state of Ni with the oxygen regular and defective sites of MgO(100) is
the result of a balance between the tendency of Hund’s rule to preserve the atomic state and
chemical covalent terms tending to form chemical bonds and hence to quench the atomic
magnetic moment [78]. Hence, the stronger the interaction the smaller the difference between
the high and low spin states. The fact that the interaction of Ni with a surface oxygen vacancy
(i.e. a surface F centre—FS) is stronger than for a regular site [119–121] implies that the
high to low spin state energy transition should be expected for the latter and this is precisely
the conclusion of a recent DFT study [79]. However, for a regular site the result is not so
predictable, mainly because of the strong dependence of the adhesion energy on the choice
of the DFT method [122, 123]. Clearly, there is a further need to validate the DFT results,
especially with respect to the total spin of the electronic ground state and the high to low spin
energy transition. To this end CASPT2 calculations have been carried out for the interaction
of Ni with a regular O site of MgO and with an oxygen vacancy: the FS centre.

The vertical distance from Ni to the regular and defective sites of MgO(100) is reported in
table 1 for different models and methods. Several important points emerge from the summary
of results in table 1. First of all, it is important to see that all methods and models predict the
same qualitative trends. Thus all methods and models predict, for both surface sites, a longer
distance for the high spin state and also significantly smaller distances when the interaction
takes place above the FS centre. Secondly, it is worth pointing out that at the GGA level the
differences between slab and cluster are almost negligible for the low spin state (∼0.01 Å) and
moderately small (∼0.05 Å) for the high spin state. This result supports the use of embedded
cluster models for the subsequent analysis. The next important point is the relatively small
effect of the exchange correlation functional in determining the equilibrium distance of the
metal atom above the surface. Fourth, the difference between B3LYP and CASPT2 is of the
order of 0.05 Å except for the high spin state when the interaction occurs above the FS site.
This larger difference is probably due to the fact that the optimization of the O-vacancy five-
nearest-neighbour cations has been carried out at the CASSCF only. Overall we can conclude
that the uncertainty in the determination of the equilibrium distance is smaller than 0.05 Å.
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Table 2. Low to high spin adiabatic energy transition (�L−H in electronvolts) for Ni adsorbed on
the regular (O site) and vacancy (FS site) sites of the MgO(100) surface. A negative value means
that the high spin state is more stable than the low spin state.

�L−H

Method/model O site FS site

GGA/cluster 0.30 0.90
B3LYP/cluster −0.03 0.38
CASSCFa/cluster −0.06 −0.32
CASPT2a/cluster 0.41 0.87

a Basis 2.

Next we consider the adiabatic low to high spin (or singlet–triplet) energy transition
(�L−H); this is the smallest possible energy difference between the two electronic states
because it is computed by the difference of the total energies at the minimum of the potential
energy curve. This is a more delicate quantity and we show below that it is very sensitive to
the computational method. We have already argued that GGA fails to reproduce the energy
difference of the lowest electronic configurations of the Ni atom. Consequently one expects a
similar behaviour in the description of the low to high spin energy difference of Ni adsorbed on
MgO(100). Results in table 2 show that this is not the case, the GGA results being very close to
those predicted by the more accurate CASPT2 approach. However, this behaviour is also the
consequence of the general GGA tendency to overestimate the adsorption energy [124] which
in this case favours the low spin state [78, 79]. Table 2 shows also that the B3LYP predictions
are almost qualitatively correct although at this level the high and low spin states are found to
be almost degenerate. This contrasts with the CASPT2 calculations that predict for the regular
site the singlet state to be 0.41 eV lower that triplet. This difference is even larger (0.87 eV)
for the interaction above the FS centre as expected from the stronger interaction on this site but
only 0.38 eV according to the B3LYP. A point deserving further comment is the dominant role
of dynamical electronic correlation in determining the final value of the value. Notice that the
CASSCF, which does not include dynamical correlation effects, predicts a qualitatively wrong
behaviour predicting a triplet state ground state. This wrong prediction of the CASSCF method
can be easily explained as the result of competition between the need to preserve the atomic
ground state of the transition metal atom (Hund’s rule) and the effects of covalent bonding; the
later are underestimated at the CASSCF level and this results in a triplet ground state. At this
point the B3LYP result is quite notable although the values are underestimated by ∼0.5 eV.

From this example several conclusions can be drawn. First, embedded cluster models
provide adequate representation of ionic surfaces and can be used to study the nature of the
metal support interaction. Second, DFT and wavefunction methods are both able to describe the
equilibrium geometry of adsorbed transition metal atoms on an ionic surface such as Mg(001).
Finally, a low spin character of the interaction of Ni on the regular surface sites of MgO is
predicted by the CASPT2 method, while the B3LYP predicts a near-degeneracy of low and
high spin states. Notice that the correct answer predicted by GGA is fortuitous and arises from
the overestimate of the interaction energy [78, 79]. In the case of the interaction above a FS

centre all methods (GGA, B3LYP and CASPT2) predict a low spin state, as expected from
the stronger interaction. The fact that B3LYP is able to almost reproduce the low spin nature
of the interaction of Ni on MgO(100) is quite remarkable since the analysis of the CASSCF
reference wavefunction shows that, in the lowest singlet, Ni has an effective d9s1 electronic
configuration.
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7. Surface versus bulk magnetic coupling in first row transition metal oxides

In the previous section it has been established that embedded cluster models provide an adequate
representation of ionic surfaces. For systems involving transition metal atoms with unfilled d
shells similar results are found when considering the energy difference corresponding to the
low and high spin states that can be constructed by antiferro- or ferromagnetic coupling of the
effective spin in each centre. In fact, a detailed comparison of cluster or periodic HF for a variety
of systems such as KNiF3 and K2NiF4 [35], various high critical temperature superconductor
parent compounds [125–131], NiO bulk [80, 132] and surface [81], CuF2 [59], the SrCu2O3

ladder compound [133] or the Sr2CuO3, Ca2CuO3 and Li2CuO2 linear chains [134, 135] has
unequivocally established that the Heisenberg magnetic coupling constant is a local property
which is equally well reproduced by periodic or cluster models of the corresponding materials.
The locality of these interaction have also been analysed in terms of effective Hamiltonian
theory [136].

From the discussion above it turns out that, for a given ionic magnetic material, it is
possible to predict the magnitude of the various magnetic coupling constants using suitably
embedded cluster models. This is an important point because it has also been shown that the
actual value of the magnetic coupling constants predicted from DFT methods exhibits a large
dependence on the choice of the exchange–correlation functional [36, 77]. The cluster model
allows one to compute the magnetic coupling constant using explicitly correlated wavefunction
methods. In this section we will focus on the surface and bulk magnetic coupling constant of
transition metal oxides as predicted from CASPT2 calculations. It has been demonstrated that
this approach provides a reasonable estimate of this delicate property which, for the present
purposes, is sufficiently accurate [114]. More accurate results, in extremely good agreement
with experiment [128, 137],can be obtained by making use of the so-called difference dedicated
configuration interaction method described elsewhere [138, 139].

In this section we report the results of CASSCF/CASPT2 calculations on the magnetic
interactions in the series of late transition metal oxides (TMO) (TM = Cu, Ni, Co, Fe, Mn) by
focusing on the difference between the surface and the bulk values for the magnetic coupling
constant. The motivation for comparing bulk and surface coupling comes from a previous
study where it was shown that the surface magnetic coupling constant J is significantly
smaller than that in the bulk [81]. It has been shown that the decrease of J is completely
determined by the lower coordination of the Ni ions at the surface and that the lower Madelung
potential at the surface only has a minor influence on the magnetic coupling. Similar results
have been found from periodic UHF [140] and hybrid DFT calculations [141]. This result is,
however, in contrast to another theoretical prediction based on the Hubbard model Hamiltonian,
which predicts an increase of the coupling at the surface of ∼50% [142]. Recently, a helium
atom diffraction study of the antiferromagnetic transition on the NiO(100) surface has been
published. The interpretation of the experimental data suggests that the magnetic coupling
at the surface is lower than in the bulk [143, 144]. Therefore it is interesting to compare the
trend along the series and to verify whether the decrease in J predicted for NiO is a general
phenomenon.

In principle one expects that the magnetic interaction in this series decreases from Cu to
Mn, since the decrease of the nuclear charge on the metal causes an increase in the charge
transfer energy and, hence, a decrease in the importance of the covalent interactions. To
facilitate the comparison between the different compounds, we use idealized structures for
CuO and FeO, whose real crystal structure show defects and/or orthorhombic distortions. The
lattice parameters are as follows: 4.087 and 4.332 Å for CuO and FeO (an extrapolation to x = 0
of FeO1−x ), respectively. Those for the other compounds are taken from the crystallographic
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Table 3. Magnetic coupling constants (in millielectronvolts) for bulk and surface transition metal
oxides as predicted from embedded cluster model CASPT2 calculations. The M–O oxide (in bohrs)
is also given for completeness.

MnO FeO CoO NiO CuO

J (bulk) −1.20 −2.59 −5.98 −17.3 −85.6
J (surface) −1.12 −2.43 −5.55 −14.0 −60.4
Decrease (%) 7.1 6.6 7.2 19 29
d (TM–O) 4.190 4.093 4.025 3.930 3.862

data [145]. The metal–oxygen distances used to construct the models are given in table 3
which also contains a summary of the most important results.

Before commenting on the results for magnetic coupling it is important to point out that
CoO has a degenerate ground state and hence spin–orbit effects cannot be omitted in principle.
These effects have been studied in detail by Fink and Staemmler [146] both for the bulk and
the 100 surface. These authors have used complete active space configuration interaction
wavefunctions and conclude that the average of the two anisotropic J values calculated with
the inclusion of spin–orbit interactions give exactly the present CASSCF value. Consequently,
spin–orbit effects have not been included for CoO. From table 3 one first observes that the trend
of decreasing magnetic interaction strength from CuO to MnO is reproduced both by CASSCF
and CASPT2. Notice that the J values reported in table 3 have been obtained defining the
Heisenberg–Hamiltonian as usually

H
�Heisenberg = −J Ŝ1 Ŝ2 (1)

where J is the magnetic coupling constant and Ŝ1, Ŝ2 are the corresponding spin operators for
magnetic centres 1 and 2, using simple mapping arguments to compute J from ab initio energy
differences [23, 35] and ensuring that the forthcoming comparison to experiment is carried
out using the same definition of the model Hamiltonian. The analysis of the one-electron
functions and the multireference N-electron wavefunction indicates that indeed the covalent
interaction—appearing either through a mixing in the one-electron functions of the O-2p and
TM-3d atomic orbitals or as configurations connected to charge transfer excitations in the
N-electron wavefunction—is strongest for CuO and a gradual decrease is observed towards
MnO. Secondly, the results in table 3 show that, as is well known (see [136] and references
therein), the treatment of external electron correlation increases the calculated J by a factor
of ∼4. This has been observed before in many applications and illustrates once more the
necessity of accounting for this electron correlation in order to obtain reasonable estimates of
the magnetic coupling parameter. The value obtained for NiO (bulk), −17.3 meV, compares
very well with the experimental values of −19.8 and −17.0 meV obtained from different
techniques [147, 148]. The comparison of the computed magnetic coupling constant for bulk
MnO, −1.20 eV, is also in excellent agreement with the experimental value of −1.7 meV
obtained from inelastic neutron scattering [149] and analysis of thermodynamic data [150].
Finally, the comparison of bulk and surface reveals the decrease, already predicted for NiO, of
the magnetic interaction with the coordination number of the TM ion. However, the reduction
in J is not uniform; it varies from 30% for CuO, to 20% in NiO and to roughly 7% for CoO,
FeO and MnO indicating that, although this reduction is general, it depends on the particular
system. This may be of importance in the study of thin film of magnetic oxides supported on
various substrates.

Before concluding this section it is worth commenting that Ködderitzsch et al [151]
describe a method to extract magnetic coupling constants at the NiO(100) surface. Their
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computational method, LDA + SIC, predicts values of −12.0 and −9.5 meV for bulk and
surface, respectively, both in fair agreement with the CASSCF results although still far from the
experimental results which are nicely reproduced by the CASPT2 cluster model calculations.

8. Concluding remarks

In this paper we have focused in the problems encountered when applying DFT methods
to open-shell systems with particular emphasis on the consequences on the description of
magnetic properties. For ionic systems with unfilled d shells the resulting open-shell electrons
are localized and hence it is possible to model these systems by means of embedded cluster
models. The use of periodic and embedded cluster models together with unrestricted HF or any
pure or hybrid DFT methods allows one to establish the validity of a given embedded cluster
model because for many local properties both approaches have to provide exactly the same
answer. Once a given cluster model has been validated it is possible to obtain accurate results
by making use of explicitly correlated wavefunction methods. This is important because, on
the one hand, it allows one to go beyond the limits imposed by the current implementations of
DFT and, on the other hand, it provides useful benchmarks which should be taken into account
in the development of new exchange–correlation functionals.

The strategy outlined above has been applied to two prototypical examples of magnetic
interactions at surfaces. These concern the electronic ground state and high to low spin state
transition for Ni adsorbed on MgO(100) and the relative magnitude of the magnetic coupling
constant of bulk and surface transition metal oxides including MnO, FeO, CoO, NiO and CuO.
A detailed comparison of various DFT and wavefunction methods has established the fact that
DFT results have to be handled with extreme care. In fact, the GGA method fails to describe
the energy differences of the low lying electronic configurations of Ni properly and predicts
a low spin state whereas the B3LYP method, which performs much better in describing the
atomic energies, predicts a near-degeneracy between low and high spin states. Moreover, the
correct description by GGA of the spin state, is seen to be a consequence of a deficiency of
the method, namely the significant overestimation of adhesion energies. For the magnetic
coupling problem it is a well established fact that the magnitude of the magnetic coupling
constant strongly depends on the particular choice of the exchange–correlation functional.
However, a proper cluster/periodic comparison within a given DFT (or HF) approach allows
one to establish the adequacy of a given embedded cluster model to be used in subsequent
calculations using powerful explicitly correlated wavefunction methods.

To summarize, further development of DFT is required before this theory can be safely and
routinely applied to magnetic problems in strongly correlated systems. In this sense the use of
embedded cluster models is of importance since it allows appropriate wavefunction methods to
be used which provide benchmarks for the subsequent improvement of exchange–correlation
functionals.
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